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ABSTRACT

State-of-the-art 1D transport solvers ASTRA and TRANSP are verified, then validated across a large database of semi-randomly selected,
time-dependent DIII-D discharges. Various empirical models are provided as baselines to contextualize the validation figures of merit using
statistical hypothesis tests. For predicting plasma temperature profiles, no statistically significant advantage is found for the ASTRA and
TRANSP simulators over a baseline empirical (two-parameter) model. For predicting stored energy, a significant advantage is found for the
simulators over a baseline empirical model based on confinement time scaling. Uncertainty in the results due to diagnostic and profile fitting
uncertainties is approximated and determined to be insignificant due in part to the large quantity of discharges employed in the study.
Advantages are discussed for validation methodologies like this one that employ (1) large databases and (2) baselines for comparison that are
specific to the intended use-case of the model.

VC 2024 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (https://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0190908

I. INTRODUCTION

Tokamak plasma dynamics are governed by a variety of physics,
each on distinct timescales. While computational models capable of
tracking individual particles through phase space, enabling a compre-
hensive consideration of all relevant timescales and internal physics
phenomena, these simulations are currently constrained by excessive
computational time requirements for executing a full discharge.
Moreover, they necessitate various assumptions regarding the interac-
tion of the plasma with external actuators and boundary conditions. In
the context of realistic “whole-device modeling”, the evolution of a
plasma is approximated using adjustable parameters such as injected
power, plasma shape, and plasma current.

The forefront of this field is represented by “integrated model-
ing”, which employs separate approximations for the diverse time-
scales and physics. This approach involves assuming a diffusion-like
partial differential equations (PDEs) on a coarser (transport) timescale
as an ansatz solution. In this framework, the plasma state is defined by
one-dimensional flux-surface-averaged profiles encompassing

temperature, density, rotation, current, and geometric parameters that
characterize the equilibrium. The equilibrium is either given as input
or calculated based on the boundary shape (fixed boundary) or exter-
nal coil currents (free boundary). The one-dimensional profiles (for
any profile X over spatial coordinate x) are assumed to evolve (�@X

@t )
with a combination of a source term, diffusion (��r2X), and pinch
(��rX). These equations collectively account for the conservation of
particles, momentum, energy, and current in the system. More details
can be found in Ref. 1.

Most state-of-the-art integrated modeling efforts employ simpli-
fied calculations (e.g., MMM,2 QuaLiKiz,3 GLF234/TGLF5) to predict
turbulent flux given the plasma state, which can be used to back out
diffusivity and/or pinch terms. Additionally, an approximation for the
neoclassical transport is typically incorporated especially for the ion
channel, e.g., from simple analytic estimates like the Chang–Hinton
model,6 or more complete codes like NCLASS7 or NEO.8

Separately from neoclassical and microturbulent transport, global
MHD instabilities can set the effective transport in many cases, e.g.,
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tearing modes, sawteeth, and ELMs.9 Tearing modes and other macro-
scale MHD activity are sometimes included (see, e.g., Ref. 10).
Sawteeth are sometimes modeled by expulsion of current, particles,
and heat from the core at a specified temporal periodicity when the
safety factor drops below 1 (see Refs. 11 and 12 for its use in reactor
studies). For ELMs, many believe the plasma pressure pedestal and
height in H-mode plasmas is determined primarily by global MHD.13

For H-mode plasmas, then, another constraint is added to the method-
ology: the pedestal height must be guessed or calculated, and the trans-
port equations are solved inward from that boundary condition. At
present, EPED14 is a state of the art model but still requires the pedestal
density as input to back-determine the temperature (e.g., using a two-
point model from the scrape-off layer15) Furthermore, as elucidated in
Ref. 16, most integrated modeling assumes an empirically determined
finite diffusion coefficient in the core. This is necessary to reproduce
the reality of core flux due to macroscopic current-driven instabilities
like sawteeth near the magnetic axis, which are neglected in most gyro-
kinetic simulations.17 In addition, for representing the influence of
pinch phenomena (expressed as ��rX), an empirically determined
quantity is commonly employed.

Regarding the source terms, particles are primarily sourced from
ionization of neutral atoms inject from various mechanisms such as
gas puffing, neutral beam fueling, and gas pellet ablation. On the other
hand, heat within the plasma is predominantly generated through the
absorption of electromagnetic waves and the impact of neutral beams.
A multitude of computational models and codes have been developed
to simulate each of these specific phenomena.

Integrated modeling suites orchestrate all of these external models
to determine the diffusivity, pinch, pedestal, and source terms. Time-
dependent codes (e.g., TRANSP,18 ASTRA,19,20 and JETTO21) evolve
the coupled PDEs forward, while steady-state codes (TGYRO22) use a
shooting method to find a self-consistent solution. Most attempts at
model-based control (e.g., RAPTOR23 and COTSIM24) and reactor
design studies (e.g., for SPARC25 and ITER26) employ this methodol-
ogy to supplement empirical scalings as the most accurate prediction
of startup and flattop operation.

Understanding the accuracy and generalizability of this method-
ology is important given its use in scenario and reactor planning, and
many papers have reported “figures of merit” outlined by the ITER
working group in 1999.26 Key among these metrics are r and f, which
measure discrepancies in profiles X across spatial points Rj, and �DRW ,
which measures discrepancies in stored energyW,

ej ¼ XpredictionðRjÞ � XtruthðRjÞ; (1a)

f ¼

1
N

XN
j¼1

ej

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
j¼1

XtruthðRjÞ2
vuut

; (1b)

r ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
j¼1

e2j

vuut
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
j¼1

XtruthðRjÞ2
vuut

; (1c)

�r ¼
ffiffiffiffiffiffiffiffiffi
hr2i

p
; (1d)

RW ¼ Wprediction

Wtruth
; (1e)

DRW ¼ RW � 1; (1f)

�DRW ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
hDR2

Wi
q

; (1g)

where brackets indicate an average over all samples in a dataset (in this
study considering different timesteps of the same discharge as inde-
pendent samples, as discussed later).

The working group assessed a variety of models and reported the
figures of merit on small-ELM H-mode, large-ELM H-mode, and
L-mode cases across a variety of tokamaks. Many similar validation
studies have been conducted since then, alongside discussions of the
philosophy behind verification and validation using these metrics and
others.5,16,27–36

In this study, the most up-to-date versions of the ASTRA and
TRANSP codes are cross-verified for the first time. The codes are then
validated against experimental data with workflows and validation
metrics similar to previous studies. However, this validation adds a few
important and novel features.

First, a large set of semi-randomly discharges is chosen by
employing automated workflows to setup runs. This gives a sense of
performance on unexpected distributions, more akin to what can be
expected when predicting for a new scenario or device. It also provides
more independent samples of similar discharges so that the law of
large numbers guarantees lower uncertainty in the estimates of the
mean for figures of merit, like �r.

Second, multiple different transport models are evaluated com-
pared to both one another and to experiment, in the spirit of indepen-
dent validation as done periodically by the ITER working group. In
particular, the state-of-the-art integrated modeling suites TRANSP
and ASTRA are compared alongside simple empirical rules of thumbs
for predicting plasma profile evolution (e.g., based on the ITER H89
and H98 scalings for energy confinement time).

The paper concludes with uncertainty quantification and a dis-
cussion of the benefits of validating with a large database of low-
fidelity profile fits as opposed to a small number of hand-fit
discharges.

II. METHODOLOGY

Within the One Modeling Framework for Integrated Tasks
(OMFIT),37 a module38 had already been developed for generating
TRANSP input files and initiating TRANSP simulations on the
TRANSP computing grid. A separate module within OMFIT was
established as part of this study to facilitate the generation and execu-
tion of ASTRA runs for various DIII-D discharges, marking the first
instance of running ASTRA on DIII-D’s computer cluster.

For the workflow discussed in this paper, the same inputs and,
where feasible, identical settings as those used in the TRANSP setup
have been employed. Because a study over a large database requires
robust and automatic workflows for generating plasma profiles, this
study utilizes relatively low-fidelity plasma profile estimates. General
Atomics’s standard Grad–Shafranov solver EFIT39 using only edge
magnetic constraints (“EFIT01”) is used for safety factor q. For other
profiles, automatically fitted profiles (ZIPFITs) that incorporate data
solely from Thomson Scattering and Charge Exchange Recombination
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Spectroscopy (CER). An uncertainty quantification and discussion in
Sec. V argues that this choice is reasonable, and outlines how this
methodology could be improved to use higher-fidelity fits in the
future.

Discharges are semi-randomly selected from the database.
Specifically, only DIII-D discharges from 2010 and later are used, to
avoid issues with data consistency further in the past. Only discharges
where all automatic ZIPFIT profile fits and other needed diagnostics
for the workflow are available are used, which excludes about half of
discharges. Though arguably more relevant for reactors and making
up about a third of DIII-D experiments, discharges with wave heating/
current drive (mostly Electron Cyclotron, but also Helicon and Fast
Alfv�en Wave) are also excluded to keep the number of actuators (and
therefore the considerations for the validation) as low as possible. Only
times in discharges during current flattop are considered. An effort is
also made to exclude discharges that have non-D2 gas in the valves,
and also those with externally applied 3D field perturbations.

Following a relatively simple methodology among the many vali-
dation studies referenced in the introduction, two transport channels
are simulated: the core electron and ion temperatures. Options for run-
ning TRANSP and ASTRA are chosen to make them as identical as
possible while respecting differences inherent to their current imple-
mentations. The models take as input the time-dependent boundary
temperatures (outside of q ¼ 0:8, where q is the normalized equiva-
lent radius of toroidal magnetic flux surface throughout this paper),
along with time-dependent profiles of density, rotation, q, and Zeff. In
the TRANSP simulation, all equilibrium surfaces are specified by an
automated (EFIT01) Grad–Shafranov solution constrained only by
edge magnetics (smoothed to 16 Fourier coefficients). In the ASTRA
simulation, because in the current version the functionality of specify-
ing all equilibrium surfaces is not well-validated, the SPIDER equilib-
rium solver40 is employed to calculate the internal plasma magnetic
flux, prescribing just the time-dependent last-closed flux surface
boundary shape from EFIT01 (also smoothed to 16 Fourier coeffi-
cients). TGLF with the SAT2 saturation rule41 is employed as the
transport solver for both simulators, with the same settings for
TRANSP and ASTRA. Following many of the references in the intro-
duction, an ad hoc minimum value for the core heat diffusion coeffi-
cients (at 0.1 cm2/s inside q ¼ 0:1) is set. No sawtooth model is used,
so (following Ref. 5) figures of merit are only considered outside of the
q¼ 1 surface during validation. In TRANSP, the Monte Carlo code
NUBEAM42 is used to calculate beam deposition and fast ion pressure;
in ASTRA the realtime-capable RABBIT code43 is used. This decision
to use different beam deposition models was largely made because the
standard TRANSP workflow employs NUBEAM, while the standard
ASTRA workflow employs RABBIT. The fast ion distribution and
transport coefficients are updated every 10ms in both codes. In
TRANSP, a Chang-Hinton neoclassical diffusivity for electrons and
ions6 is added to the corresponding turbulent contributions. In
ASTRA, the neoclassical additive contribution comes from an
Angioni–Sauter model44 for ions and a Galeev–Sagdeev model45 for
electrons.

Both codes are run with 50 radial grid points. In both ASTRA
and TRANSP, the Pereverzev-Corrigan solver46 is used to evolve the
partial differential equations. The solver time step dynamically changes
(based on, e.g., the time-variation in profiles). TGLF is evaluated for
each of the 50 radial grid points, parallelized across 16 CPUs for

ASTRA and 64 for TRANSP. With the settings used for this study, the
internal solver for TRANSP is more self-consistent but time-
consuming than ASTRA’s. Specifically, in ASTRA the diffusion coeffi-
cients are updated every 10ms based on the plasma state at the time of
calculation (i.e., TGLF is called every 10ms). In the TRANSP runs, dif-
fusion coefficients are calculated at every single solver step; and each
time a calculation is made up to one hundred Newton iterations are
allowed in order to find implicitly self-consistent gradients and diffu-
sion coefficients (i.e., TGLF is generally called much more often).47 In
the ASTRA runs the diffusivity profiles Xin are smoothed with a small
parameter a ¼ 0:001 such that the employed diffusivity profiles Xout

minimize the functional

ð1
0
a

@Xout

@q

� �2

þ XinðqÞ � XoutðqÞð Þ2dq: (2)

Meanwhile, in TRANSP there is no such explicit smoothing of the dif-
fusivity. The authors find that when running ASTRA with
unsmoothed TRANSP diffusivity profiles, ASTRA runs often crash.

For reference, the detailed execution time for an example run is
shown in Table I. TRANSP runs currently must be submitted to a ded-
icated PPPL computer cluster (the TRANSP grid) so that the runtime
comparison between TRANSP and ASTRA is necessarily done on dif-
ferent hardware. Additionally, in contrast to ASTRA, TRANSP’s exe-
cution time is fairly variable due to the variable number of TGLF calls
(also shown) and the variability in the NUBEAM runtime with, e.g.,
the details of the beam geometry; for reference we show a slower
TRANSP execution case, a faster execution case, and the ASTRA exe-
cution time (which is about the same for the two cases). For the set-
tings used in this study, ASTRA is about an order of magnitude faster
than TRANSP with the provided settings.

TRANSP–NUBEAM and ASTRA–RABBIT are both given an
excessive amount of time of 300ms to warmup. Here warmup primar-
ily means allowing the fast ion distribution to develop without evolving
profiles; the beam slowing down time at DIII-D is order tens of milli-
seconds. The predictions start at a randomly selected time (within the
available diagnostics and during current flattop), and the electron tem-
perature and ion temperature are evolved predictively for 900ms past
the warmup. No fine-tuning or reruns are done: if a run fails for either
or both simulators the discharge is excluded completely from the anal-
ysis. Figure 1 reports the number of discharges that did not crash for
the full run by both, one, or neither of the codes. Of the 218 attempted
runs, just over half converged for both. For cases where only one of the
codes runs, TRANSP converges for almost three times as many cases
as ASTRA, though this is likely at the cost of the added computation
time for TRANSP’s self-consistent diffusivity calculations. These 116
cases are those used in the remainder of this study.

TABLE I. Solver computation time (in hours) for a slow and fast TRANSP run vs
ASTRA. TRANSP is variable across runs primarily due to the variable number of
TGLF calls.

TRANSP (slow) TRANSP (fast) ASTRA

Solver wall-clock 4.6 3.2 1.1
Solver CPU 294.4 204.8 17.6
# TGLF calls 3634 2627 90
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III. CROSS-VERIFICATION

A fundamental step in validating the physical accuracy of compu-
tational models is to verify that these models solve their respective
equations accurately, free from numerical errors or software bugs.
While verification alone is not sufficient to guarantee the correctness
of a code, it is an essential preliminary step. It ensures that the code is
implementing the intended mathematical models and algorithms
accurately and efficiently. Cross-verification of codes, which involves
comparing different codes against each other (in this case ASTRA and
TRANSP), is a valuable method in this process. If the different codes,
developed independently and using slightly different numerical meth-
ods and assumptions, yield consistent results when applied to the same
problem, it provides an indication that the codes are correctly solving
the equations they are designed to model.

A. Simple steady-state verification

A simplified, steady-state, contrived plasma state is developed
based loosely on DIII-D discharge 175711, a limited plasma. The state is
generated by taking the base discharge’s state at 2.6s and fixing all pro-
files and the equilibrium. The neutral beam power is turned off, and the
electron and ion heat diffusivities are set at a constant 1 cm2/s plus a
neoclassical-like diffusivity. Rotation is set to 0 for simplicity. The core
electron and ion temperatures are then evolved, with all other profiles
and the boundary values fixed, to the new steady state. By using this
same procedure for both codes, many of the internal features of the
codes can be cross-verified: PDE-solving for calculating Te and Ti; inter-
nal smoothing of inputs; geometric parameters calculated from the equi-
libria and used in transport equations like differential volume (dVdq);
calculation of the Ohmic power (POhmic) and electron-ion heat exchange
(Pie). Figure 2 shows the final agreement of electron and ion temperature
to be within about 2%, with slight discrepancies in POhmic and Pie.
Though not shown here, the time-dependent trajectory from initial tra-
jectory to the steady-state solution is also within 2% at all times and for
all spatial points, and agreement for other relevant quantities (such as
geometric parameters like differential volume) are essentially identical.

B. Real discharge database verification

When predicting core heat transport for a real discharge, how-
ever, the discrepancy is closer to 10%–20% in many cases. Some of the
factors not considered in the simple example with near-perfect agree-
ment include time-dependent inputs; physics calculations of the heat-
ing power by external codes RABBIT, NUBEAM, and TGLF; and the
more self-consistent solver in TRANSP (described earlier) vs the
smoothed diffusivity in ASTRA.

A comparison of ASTRA vs TRANSP Ti-related quantities of
interest for all the real-discharge database cases are shown in Fig. 3, in
both a core and edge region of the plasma. Specifically, ASTRA-
RABBIT systematically underpredicts the flux-surface-averaged tem-
perature hTii relative to TRANSP-NUBEAM. The differential heat
flux in each of the regions Qi also appears to be underpredicted by
ASTRA-RABBIT vs TRANSP-NUBEAM. The discrepancy in the heat
diffusivity vi is more random. The q-averaged total ion power distribu-
tion hPi;toti is somewhat random; Neutral Beam Injection power
hPi;NBIi is overpredicted at high values and 620% at low values; and
parallel Neutral Beam Injection fast ion pressure hpNBI;ki is underpre-
dicted by about 20%. The upshot is that there is a confluence of dis-
crepancies from many sources. Though not shown here, the results are
analogous for the electron channel.

The primary differences between TRANSP–NUBEAM and
ASTRA–RABBIT are

1. Computation of heat fluxes and heat sources (primarily beam
deposition, NUBEAM in TRANSP vs RABBIT in ASTRA)

2. Equilibrium flux surfaces (EFIT01 from experiment in TRANSP
vs self-consistent SPIDER in ASTRA)

3. More self-consistent solver in TRANSP vs smoothed diffusivity
in ASTRA

The geometric parameters that matter for the transport equations
(primarily differential volume dV

dq and flux-surface-averaged flux
squared hq2i) are confirmed to be correct to within a percent, so this is
likely not the cause of significant error. To further dissect the sources
of error, particularly differentiating between those arising from heat/

FIG. 1. Of the 218 runs automatically attempted, 53% converged for both ASTRA
and TRANSP and were used for validation in this study.

FIG. 2. Steady-state spatial verification between ASTRA and TRANSP. Te and Ti
predictions are within 2% with only minor discrepancies in internally calculated
quantities like Ohmic power and ion–electron heat exchange.
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diffusivity calculations vs the solver, a comprehensive approach is
undertaken.

C. Analysis of ASTRA–TRANSP discrepancy

All discharges in the database are resimulated using ASTRA, but
with specific parameters such as heat source (including Ohmic, neutral
beam, electron-ion exchange, and radiation loss terms), fast ion pres-
sure, and diffusivities directly input from the values previously com-
puted by TRANSP (though still at 10ms fixed intervals and smoothed
to avoid a much higher rate of ASTRA runs crashing). This reprocess-
ing results in only a partial improvement in the alignment of results, as
detailed in Table II using �r [Eq. (1d)] as a metric for discrepancy. This
suggests that other factors (such as the self-consistent solver in
TRANSP and smoothing of diffusivity in ASTRA) are still significant
in explaining the discrepancy between the codes. Further work is
needed to fully dissect the discrepancy.

The offset f [Eq. (1b)] between TRANSP and ASTRA for the two
run cases is also shown in Fig. 4. This shows that both the

discrepancies in heat/diffusivity and solving systematically bias
ASTRA’s predictions lower relative to TRANSP.

These findings underscore the complexity of accurately modeling
plasma transport phenomena and highlight the importance of contin-
uous refinement and cross-verification of models to enhance their pre-
dictive reliability. Nonetheless, comparing simulators to one another
says nothing about how well either of them describes the physical real-
ity being simulated: it is unclear from these results whether ASTRA or
TRANSP is “more correct”, it is just shown that there is a difference
between them.

IV. VALIDATION

In Sec. III, it was verified in a simple case that the ASTRA and
TRANSP implementations of the basic physics and transport equa-
tions yield results that are fairly similar. It was then shown that when
modeling a time-dependent discharge there are compounding errors
which yield significant discrepancies between the models. In this sec-
tion, the setups are validated against both experimental data and sim-
ple empirical models to study the “correctness” of the models.

FIG. 3. Timeslice-by-time slice comparison of transport-relevant signals for the ion
temperature channel over all runs in the database for ASTRA–RABBIT vs
TRANSP–NUBEAM. The left and right columns correspond to core (averaged
between q ¼ 0:2–0:4 and edge (averaged between q ¼ 0:4–0:6) values, respec-
tively. The dashed black lines correspond to 620% agreement between the codes.
ASTRA–RABBIT systematically underpredicts Te and Ti by nearly 20% relative to
TRANSP–NUBEAM.

TABLE II. Deviation from TRANSP–NUBEAM for ASTRA–RABBIT (top) and ASTRA
using heat deposition and diffusivity profiles from TRANSP’s calculation (bottom).
The difference in heat and diffusivity account for a few percent of the overall discrep-
ancy between TRANSP and ASTRA calculations in the database, the rest potentially
due to differences in the internal smoothing and solving.

Te Ti WMHD

ASTRA–RABBIT 15.3% 14.5% 18.6%
ASTRA with TRANSP heat and v 10.4% 12.4% 17.5%

FIG. 4. Histograms showing number of timeslices in database with offset between
TRANSP-NUBEAM and ASTRA–RABBIT (top) and ASTRA run with TRANSP’s
heat and diffusivity (bottom). This suggests the difference in calculation of heat and
diffusivity profiles accounts for a few percent of the discrepancy between TRANSP–
NUBEAM and ASTRA–RABBIT.

Physics of Plasmas ARTICLE pubs.aip.org/aip/pop

Phys. Plasmas 31, 042506 (2024); doi: 10.1063/5.0190908 31, 042506-5

VC Author(s) 2024

 30 July 2024 11:36:44

pubs.aip.org/aip/php


As mentioned in the introduction, the ITER profile database was
constructed in 2000 to facilitate easy comparison among many different
transport models as the community looked to predict-first simulations
of ITER.48 Many of the validation studies referenced in the introduction
used profiles from this database, and also used the now-standard �r met-
ric [Eq. (1d)] and �DRW metric [Eq. (1g)] for determining accuracy of a
given transport model. Departing from the ITER profile database and
most other validation studies, the stored energy considered here is the
total (including fast ions) rather than just thermal

WMHD ¼ 3
2

ð
Pthermal þ Pfast ionsð ÞdV ; (3)

where the experimental WMHD is measured by magnetics data (in this
case using the integral of the pressure calculated from the EFIT01 Grad–
Shafranov solver). Including fast ions further validates the beam deposi-
tion codes’ ability to track the fast ion population (accounting also for
pressure). Including this metric also has the benefit that WMHD is an
independent measurement (only Thomson and CER data are used for
the profiles, while only external magnetics are used for WMHD). Note
that the fast ion pressures calculated by NUBEAM and RABBIT are
only slightly anisotropic, but for completeness the average between the
perpendicular and parallel pressures Pfast ions ¼ 1

2 ðPfast ions;k þ Pfast ions;?Þ
is used for calculatingWMHD.

To calculate the figures of merit, the models are interpolated onto
the space and time base of the corresponding experimentally fitted
profiles (usually 10–20 ms for both Te and Ti, with fewer Ti datapoints
due to lack of charge exchange spectroscopy data when neutral beams
are off; and millisecond timescale forWMHD).

These figures of merit are often used as a reference for comparing
models and characterizing sensitivity to input parameters, but (as dis-
cussed by, e.g., Ref. 5) there is no one good metric for understanding the
accuracy of simulators. In this work, a simple empirical baseline model
is therefore employed to contextualize each of the figures of merit.

A. Description of baselines for comparison

As a baseline for comparison for Te and Ti predictions, a few sim-
ple plasma physics assumptions are employed. “Profile consistency”49

is the concept that plasma profiles in tokamaks tend to maintain a con-
sistent shape regardless of the details of the heat sources. More specifi-
cally, through the 1990s it was posited that in tokamaks the primary
transport mechanism comes from ion temperature gradients (ITG)
microinstabilities, which tend to produce profiles of the form T
¼ ke�Cq for q the radial position.50 Additionally, as described in the
introduction, it is generally assumed that near the magnetic axis of the
tokamak plasma (inside q � 0:2) the profiles flatten due to macro-
scopic MHD instabilities like sawteeth.11 Simple linear regression as
shown in Fig. 5 is used to estimate the temperature T̂ core at q ¼ 0:2
from the temperature Tedge at q ¼ 0:8. The edge and core tempera-
tures are then connected by the unique curve of the form T ¼ ke�Cq,
and the core value is floated inward from q ¼ 0:2 to q¼ 0.
Throughout the paper, this model will be referred to as the empirical
profile-consistency model. Explicitly

TðqÞ ¼
T̂ core if q � qcore

T̂ coree
� q�qcore

qedge�qcore

� �
ln T̂ core

Tedge

� �
if qcore � q � qedge;

8<
: (4)

where

T̂ core ¼ mTedge þ b; (5)

and m and b are the slope and intercept from simple linear regression
over the database of runs used for the study, as shown in Fig. 5.
Figure 6 gives an illustration of this process.

The ASTRA and TRANSP modeling suites use experimental pro-
file information from density, rotation, and safety factor profiles, in
addition to the boundary temperature values. Meanwhile, this empiri-
cal baseline model uses only the boundary temperature values.

FIG. 5. Simple linear regression is used for each Te and Ti to estimate the core
(q ¼ 0:2) value from the boundary (q ¼ 0:8) value. This regression model is used
in the profile-consistency empirical profile predictor for r comparison.

FIG. 6. Illustration of the profile-consistency empirical model used as a baseline for
Te and Ti predictions. As in the codes, the boundary Tedge is taken as input. The
empirical model then computes T̂ core using the slope and intercept from the linear
regression in Fig. 5, and this value is used between q of 0 and 0.2, loosely related
to sawteeth flattening the core profile. The core and edge are then joined with an
exponential, loosely related to profile consistency.
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As a baseline for Wmhd predictions, the traditional ITER H98 (H-
mode) and H89 (L-mode) scalings for confinement time are consid-
ered, which take the form

sE ¼ a0I
a1
p Ba2

t hneia3Pa4Ra5
0 j

a6aa7 ; (6)

for ai log –log plot regressed fit parameters over an ITER database
of discharges, Ip the plasma current, Bt the toroidal magnetic field,
hnei the line-averaged density, P the total power absorbed, R0 the
major radius, j the elongation, and a the minor radius.26

In this study’s discharges, the heating is dominated by beam
injected power PNBI but with some usually net-positive contribution
from other sources. As a crude estimate, it is therefore assumed the total
power is just PNBI plus a background power of P ¼ 0:55MW as a proxy
for Ohmic power (ignoring radiated power), which is the average Ohmic
power across the database. As a reminder, the two modeling suites use
experimental profile information from density, rotation, and safety factor,
along with the boundary values of temperature. Meanwhile, this empiri-
cal model takes in just the (mostly controllable) signals in Eq. (6).

Figure 7 shows the evolution over time at q ¼ 0:3 by each model:
TRANSP–NUBEAM (red), ASTRA–RABBIT (blue), the profile-
consistency empirical model (green) for Te and Ti, and the H98 (H-
mode, dashed orange) and H89 (L-mode, dashed cyan) empirical
models forWMHD. In this discharge, the neutral beams (top) drop out
at 3.5 to 3.88s, causing a marked drop then reestablishment of temper-
ature and stored energy. Note that TRANSP–NUBEAM, ASTRA–
RABBIT, and the profile consistency model all accurately predict the
trend. Also note that while neutral beams are off, the charge exchange
diagnostic needed for Ti profiles is unavailable (and these timesteps are
excluded from the validation for Ti over the database).

For reference, the profiles corresponding to the predictions at
3.9s of the same discharge as discussed previously, just after the neutral

beams and all diagnostics return, is shown in Fig. 8. Note that there is
non-monotonicity in the TRANSP–NUBEAM simulation due to the
rising boundary condition. The safety factor profile q is also plotted
(bottom). Recall that for the full-database validation, only points out-
side of the q¼ 1 surface and inside the q ¼ 0:8 simulation boundary
are considered.

Note in Fig. 7 that the H-mode scaling naturally performs better
in the H-mode regions (shaded orange), while the L-mode scaling per-
forms better in the L-mode regions (shaded cyan). Across the valida-
tion database, the L-mode scaling is used as the empirical baseline for
timesteps in discharges that are L-mode, and the H-mode scaling is
used for H-mode. The baseline empirical model with this discrete
choice will be called the “sE scaling” for the rest of this work. To man-
age this, each timepoint across the database is labeled as either H-
mode or L-mode via an automated workflow implemented in OMFIT
and described in Ref. 51. This H-mode detector is stated to be accurate
to within about 30ms of an L–H or H–L transition and applicable for
a wide range of DIII-D scenarios. The error due to labeling is not con-
sidered in this study for its use in the empirical scaling, though future
work considering this error would be of some value. Of the 116 dis-
charges in the database, 53% are in H-mode for more than 90% of the
shot, and 18% are in L-mode for more than 90% of the shot. Across all
the discharges, 72% of the timeslices are H-mode.

B. Visual comparison of prediction errors

In Fig. 9 the figures of merit for L-mode vs H-mode cases are
compared across the simulators and the corresponding empirical mod-
els (profile-consistency for Te and Ti, and sE scaling for WMHD). By
visual inspection, note that there does not appear to be a significant

FIG. 7. Timetrace of simulators and baselines at q ¼ 0:3 during a discharge
wherein the neutral beams (top) drop out at 3.5 s through 3.88 s. Note that
TRANSP–NUBEAM, ASTRA–RABBIT, and the profile consistency model give
results within a few percent for this case in predicting Te and Ti. The H98 (H-mode,
dashed orange) and H89 (L-mode, dashed cyan) empirical models for WMHD are
also shown relative to simulator predictions, with regions of H- and L-mode shared.

FIG. 8. Timeslice comparison of the various predictors (TRANSP–NUBEAM in red,
ASTRA–RABBIT in blue, baseline profile consistency model in green) against
experimental truth (black). The timetrace corresponding to q ¼ 0:3 is shown in
Fig. 7.
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advantage of simulators over the profile consistency baseline for Te
and Ti predictions. On the other hand, the sE scaling for WMHD

appears to potentially perform significantly worse than the simulators.

C. Hypothesis test for advantage of simulation over
baseline

For a more rigorous assessment of the performance of the simula-
tors relative to baseline, a two-sample paired t test was conducted with
a standard significance threshold of p¼ 0.05. Six hypotheses are made,
one for each simulator (TRANSP–NUBEAM and ASTRA–RABBIT)
and one for each signal (Te, Ti, andWMHD). In each case, the hypothe-
sis is that the average simulator prediction error is lower than the base-
line (i.e., the simulator performs better than baseline). For Te and Ti,
the baseline is the profile consistency model and the prediction error is
considered as r2 (so that �r2 is the metric ultimately tested). For
WMHD, the baseline is the sE scaling and the prediction error is consid-
ered as DR2

W (so that D�R2
W is the metric ultimately tested).

A t-test assumes that all samples are drawn independently. If
each time step across discharges is considered as a sample, then this
may yield significant dependence among samples since nearby points
in time are obviously correlated. To be as conservative as possible, the
hypothesis test instead considers each of the 116 discharges as the sam-
ples, and the r2 and DR2

W are considered as the average across time-
points within each discharge.

A t-test must also use approximately normally distributed data.
The metrics here are squared values, due to the desire to compare error
rather than simply offset. While offsets f and DRW are fairly close to
normally distributed (see Fig. 10), the squared metrics being tested are
not (they tend to be highest concentrated toward 0 but are always
non-negative). However, with enough samples, the central limit theo-
rem implies a normality of the mean values which relaxes the need for
an exactly normal distribution of the individual samples. To maintain

as many samples as possible, therefore, the hypothesis tests are consid-
ered only across the full dataset, rather than for H- and L-mode subsets
separately.

As intuited from Table III shows the p-values associated with the
hypothesis tests. Using the significance threshold of p¼ 0.05, both sim-
ulators have a statistical advantage over the sE scaling baseline for
WMHD. However, there is not a significant advantage of either simula-
tor over the profile consistency baseline for Te and Ti.

D. Simulation offsets relative to experiment

A histogram is shown for the offset figure of merit (f for Te and
Ti, DRW for WMHD) over all relevant timeslices from all discharges in
Fig. 10. It was shown in the cross-verification section that ASTRA–
RABBIT systematically underpredicts all quantities relative to
TRANSP–NUBEAM. Now it is shown that relative to experiment, Te
is slightly underpredicted by ASTRA–RABBIT while it is slightly over-
predicted by TRANSP–NUBEAM. Meanwhile, there is very little bias
in TRANSP–NUBEAM for predictions of Ti while for ASTRA–
RABBIT there is a shortfall. Finally, both simulators systematically

FIG. 9. Error by standard FIGS of merit (�r for electron and ion temperature profiles,
�DRW for Wmhd) for H and L mode timeslices in the database. The 25th to 75th per-

centiles of the distribution over timesteps are also shown (black lines). Performance
of empirical baselines of comparison are also shown to the right of the TRANSP–
NUBEAM (red) and ASTRA–RABBIT (blue) performance. For temperatures Te and
Ti, a two-parameter linear regression profile-consistency fit is employed. For stored
energy WMHD, a sE scaling is used.

FIG. 10. Histogram of number of timeslices in database with offsets f [Eq. (1b)]
from experimental values for the various simulators. Performance of an empirical
model based on the ITER H scalings is shown for stored energy, and performance
of the simple linear regression profile-consistency fit is shown for the electron and
ion temperature profiles.

TABLE III. p-Values corresponding to the two-sample paired t test for the hypothesis
that the simulator outperforms the baseline for each signal. With a p-value threshold
of 0.05, there is a statistically significant advantage of both TRANSP–NUBEAM and
ASTRA–RABBIT over the sE scaling baseline for WMHD predictions. However, there
is no statistically significant advantage of either simulator over the profile consistency
baseline for Te and Ti predictions.

TRANSP–NUBEAM ASTRA–RABBIT

Te 9.98� 10�1 9.57� 10�1

Ti 1.02� 10�1 7.48� 10�1

WMHD 2.09� 10�5 1.87� 10�5
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underpredictWMHD. The profile-consistency model slightly underpre-
dicts Te while being fairly unbiased for Ti. Meanwhile, the sE scaling
model used as a baseline for WMHD not only underpredicts, but also
has a much larger spread relative to ASTRA–RABBIT and TRANSP–
NUBEAM.

E. Discussion

These results indicate that the error in ASTRA–RABBIT and
TRANSP–NUBEAM are both of order 10%–20%, consistent with pre-
vious validation studies referenced in the introduction. They addition-
ally show that a simple linear regression model with only two
parameters can achieve no worse �r2 accuracy for predicting the full
profiles. However, the two-fit model provides no insights into the scal-
ing of predictions with other parameters (such as density gradient, the
details of beam geometry, etc.). It is therefore of limited utility for
extrapolating to new regimes or understanding trends.

Meanwhile, it was shown that the empirical WMHD model based
on sE scaling performed significantly worse than ASTRA–RABBIT
and TRANSP–NUBEAM. However, the empirical model uses only
controllable parameters whereas the ASTRA–RABBIT and TRANSP–
NUBEAM runs require uncontrollable inputs (such as other profiles
and the boundary conditions). The only implicit bleeding of informa-
tion to the model from the boundary condition and other profiles is
the H/L-mode label.

This work suggests maintaining a baseline is helpful to contextu-
alizing the error in a model, since considering or comparing error met-
rics in isolation does little to understand the benefit of more
complicated models over simple baselines. The specific baseline will be
different for different applications of the transport models, and this
study demonstrates just two examples. The profile consistency and sE
scaling baselines are relevant in this case of core transport prediction.
For use in designing future reactors in fundamentally different
regimes, a different baseline may be chosen, such as a more holistic
machine learning model (as in e.g., Ref. 52).

V. UNCERTAINTY QUANTIFICATION

The plasma profiles have experimental uncertainties and are rela-
tively low fidelity. The following section includes a simple uncertainty
quantification to argue that the details of the fits do not significantly
impact the results of Sec. IV.

The plasma profile fits employed in this study contain errors both
in the diagnostic measurements and in the fitting techniques used to
interpolate the measurements onto a spatial q grid. It is important to
contextualize both (1) the uncertainty in the ground truth measure-
ments and (2) the sensitivity of the model results to the uncertainty in
the model inputs.

For kinetic profiles, this study employs a standard fitting proce-
dure from General Atomics (ZIPFIT53) The procedure bins measure-
ments in a 620 ms time window, acquires multiple fits (splines and
modified hyperbolic tangents), and returns the fit with the lowest v2

error. Electron temperature and density fits are based on Thomson
measurements. Carbon impurity temperature, density, and rotation
are measured by charge exchange spectroscopy. The main (deuterium)
ions are assumed to have the same temperature and rotation, and to
have the density needed to maintain quasineutrality assuming carbon
is the only impurity. For safety factor q measurements, the study
employs the EFIT01 equilibrium solution.

While ZIPFIT has the advantage of being readily available and
robust for most discharges in the DIII-D database, the fits are rela-
tively low-fidelity (unconstrained by other physics quantities, with
unshifted pedestal, etc.) and also do not contain uncertainty mea-
surements. In this section, fits from the Consistent Automatic
Kinetic EFIT (CAKE)51 are therefore employed to demonstrate
uncertainty estimation and propagation through ASTRA in an
example discharge with good CAKE fits: discharge 196114, with a
focus on time step 2.6 s.

Unscented transform is employed, a technique for propagating
probability distributions through arbitrary (potentially nonlinear)
functions. The technique is similar to Monte Carlo, which samples
many points from the input distribution to get broad coverage of the
output distribution. However, unscented transform uses intelligently
chosen sample points so that only 2nþ 1 samples need to be taken,
where n is the dimensionality of the input. This is important for the
present case where each sample (simulation) requires about an hour of
wall-clock time. Despite the lower computational cost, the unscented
transform still provides strong mathematical guarantees for capturing
variance due to higher order moments of the output distribution. For
more details see Ref. 54.

For the present problem, variations between profiles are assumed
to be independent. When using the most standard unscented trans-
form heuristics in this simple case of a diagonal covariance matrix, the
2nþ 1 input points to sample are simply the mean along with 6

ffiffiffi
3

p
r

independently along each input dimension for r the standard devia-
tion. The mean point’s output is weighted by w0 ¼ 1� n

3 and the
6

ffiffiffi
3

p
r points’ outputs are weighted by wi ¼ 1

6 to calculate the output
mean and variance as

l̂ ¼
X2nþ1

i¼0

wiyi; (7)

r̂2 ¼
X2nþ1

i¼0

wi yi � l̂ð Þ2; (8)

for l̂ the output distribution mean, r̂ the output standard deviation,
and yi the results of the simulation for each of the selected points
i ¼ 0…2nþ 1. Note that the weights wi sum to 1, which is maintained
via a negative weight for the mean value when n> 3. This can yield an
unphysical negative variance and reflects the cost of sampling linearly
more points even as the number of points in the space grows exponen-
tially with higher dimensionality. Per the curse of dimensionality, the
number of varied parameters should therefore be kept as low as possi-
ble while still reasonably capturing sources of uncertainty.

With this in mind, the points within each profile are assumed to
co-vary exactly, so that a single deviation in units of the local points’
standard deviation is applied for every point. Similarly, the time-points
are assumed to co-vary (whether a fully input profile or boundary con-
ditions for the predicted Te and Ti). This leaves six dimensions to vary:
electron density, electron temperature, Zeff, ion temperature, ion veloc-
ity, and safety factor q. CAKE provides uncertainty estimates for each
of these profiles except q. For q, a somewhat arbitrary 610% (applied
independently at each point, so that the shear is also altered) is
assumed based on the spread in multiple independent Grad–
Shafranov solutions (from EFITs with different constraints alongside
CAKE) being of this order.

Physics of Plasmas ARTICLE pubs.aip.org/aip/pop

Phys. Plasmas 31, 042506 (2024); doi: 10.1063/5.0190908 31, 042506-9

VC Author(s) 2024

 30 July 2024 11:36:44

pubs.aip.org/aip/php


The unscented transform methodology is used to estimate the
mean and variance of the ASTRA-predicted Te and Ti as well as r at
each time step for the example discharge. Figure 11 shows the results.
The black curves show quantities over space at 2.6 s (left) and over
time at q ¼ 0:3 (right). The black curves correspond to the inputs to
ASTRA and the ground truth against which ASTRA is compared in
order to compute r. The r values over time are also shown in red.
Throughout this particular discharge, the uncertainty in r due to diag-
nostic and fitting uncertainty hovers around a few percent regardless
of the magnitude of r.

Table IV shows the average percentage uncertainty in each of the
inputs in the left column at time step of 2.6 s shown in Fig. 11. The
middle and right columns show the corresponding propagated per-
centage uncertainty through ASTRA as estimated by the unscented
transform, for both Te and Ti outputs. One can see that the input Te
and Ti have a significant effect on the corresponding output profiles.
Safety factor q has a significant effect on both Te and Ti in this case, as
does density. Zeff and velocity v only induce about a percent change in
output. ASTRA orchestrates a highly nonlinear function (especially
through TGLF’s calculation of diffusivity), however, so these percen-
tages will vary greatly based on the specific plasma scenario.

The primary figure of merit of interest reported for Te and Ti in
Sec. IV is �r, the average over all timeslices and all shots of

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

PN

j¼1
ðT̂ j�TjÞ2

q
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

PN

j¼1
T2
j

q . Figure 9 showed �r is of order 15%–25%. This

sections demonstrated the diagnostics and profile fits only contributes
on the order of 5% uncertainty to this estimate. On a more general
note, because �r is an average over many shots and timeslices, by the
law of large numbers this 5% uncertainty decreases approximately like

1ffiffiffi
N

p for N the number of independent samples. As discussed regarding

hypothesis testing, one can most conservatively consider N to be the
number of discharges in the database (116) in this study. To the extent
that there is noise without bias, then, one can make the uncertainty
due to diagnostics and fits arbitrarily small by using a sufficiently large
database. With a fixed amount of human- and compute-time, then, we
argue the methodology used in this paper of running many potentially
inaccurate fits could provide a better estimate for simulator error than
running just a few painstaking manual fits.

VI. CONCLUSION

For the first time, the most recent versions of TRANSP and
ASTRA were cross-verified. The codes were shown to give solutions
within 2% for core temperature predictions for a simple test case with
identical auxiliary heat and diffusivity profiles. For time-dependent
experimental cases modeling neutral beams and turbulent transport,
ASTRA–RABBIT was shown to underpredict relative to TRANSP–
NUBEAM by 10%–20%. Differences in calculations of the heat deposi-
tion and diffusivity are a small contribution to this error, perhaps
leaving most of the difference to the solvers (fully self-consistent diffu-
sivity calculations in TRANSP vs smoothed diffusivity in ASTRA).
Figures were reported for the number of cases that failed to run,
though due to the difficulty of debugging the codes the runs were not
reattempted. Future work should further dissect the remaining differ-
ence in the solvers and the reasons for the run failures. In addition to
more careful analysis of TRANSP and ASTRA, implementing another
independent solver in a more modern computing language may also
be valuable, such that it is easier to decipher and test where the funda-
mental differences lie. Using an automatically differentiable framework
would also allow more comprehensive and natural uncertainty quanti-
fication, though implementing subroutines like TGLF and RABBIT in
this framework will be a challenge.

The transport solvers, using different fast ion deposition models,
were also validated against experiment. Crucially, the corresponding
performance by simple empirical models were additionally included to
contextualize the figures of merit. It was shown that a two-fit model
based on the concept of profile consistency and core relaxation per-
forms about as well as the more complicated one-dimensional trans-
port solvers, though notably the two-fit model may not extrapolate
well out of distribution. Total stored energy WMHD is much more
accurately predicted by TRANSP–NUBEAM and ASTRA–RABBIT

TABLE IV. CAKE percentage uncertainties for shot 196 114 at 2600ms (averaged
over all points within the profile up to the boundary at q ¼ 0:8) due to variations in
inputs one signal at a time (i.e., in each case with n¼ 1 signal, so 2nþ 1¼ 3 sam-
ples used in the unscented transform). The left hand side of Fig. 11 shows the corre-
sponding time slice with point-by-point error bars.

Input (%) Output Te (%) Output Ti (%)

Te 6.2 3.6 1.8
Ti 8.5 2.7 7.1
q 10 3.5 5.2
ne 6.0 2.6 3.1
Zeff 5.3 1.2 1.6
v 9.0 1.0 1.3

FIG. 11. Shot 196 114 using unscented transform to propagate uncertainties in elec-
tron density and safety factor q through the ASTRA simulator due to variations in
the high-sensitivity inputs: electron and ion boundary temperature, safety factor q,
and electron density (i.e., n¼ 4 variables, so 2nþ 1¼ 9 points in the unscented
transform). The outputs are compared to the CAKE mean and uncertainty fits, dem-
onstrating reasonable agreement for ion temperature predictions but 2r discrep-
ancy in electron temperature.
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than by an estimate based on sE scaling, though notably the sE scaling
predicts primarily from nominally controllable parameters while the
TRANSP–NUBEAM and ASTRA–RABBIT runs require uncontrolled
(i.e., not pre-specified) parameters as inputs. Work is forthcoming to
validate transport solvers with empirical models on more equal foot-
ing: using fully-predictive transport solvers compared to empirical
models (based on neural networks) which use the same inputs and
outputs as the transport solvers; and testing performance both within
distribution and for extrapolating out of distribution.

One primary concern in the validation portion of this work is
that the error bar for the measurements used as the experimental truth
are significant relative to the errors between the predictions and the
truth. An uncertainty analysis was carried out for a specific discharge
to demonstrate that uncertainty in the figure of merit r due to fitting
uncertainty is small for that single discharge, relative to the �r reported
over the database. Furthermore, because of the large number of shots
used in the validation, the law of large numbers implies noise in profile
fits (as long as it is not systematically biased) is smoothed over so that
the uncertainty due to fits over the full database is even lower. This
also demonstrates a benefit, given fixed human- and compute-time, of
using many potentially inaccurate fits as compared to a few painstak-
ing manual fits. That being said, future work could repeat this method-
ology with higher-fidelity measurements without significant effort, e.g.,
using the Consistent Automatic Kinetic EFIT (CAKE) workflow51 to
achieve more reliable profiles and equilibria along with more system-
atic uncertainty analysis.
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